JUNE 18-22, 2023

? Peer-to-Peer Federated Continual Learning for Naturalistic Driving Action Recognition
PURDUE CVPR

Kmﬁ s

[ ]

1

i

1

VAVAVAVAN):TY: —

'AVAVAVAVA"' a E
VAVAVAV/) Sl

—y. A \.E

I SAVERVANR NI

VANCOUVER, CANADA

UNIVERSITY. Liangqgi Yuan, Yunsheng Ma, Lu Su, Ziran Wang

Elmore Family School of Electrical Purdue Univers Ity

and Computer Engineering

Introduction Methodology Experiment
Federated Learning protects privacy by sharing model parameters Continual Learning paradigm allows subsequent clients to train : [7"'
between clients and servers, rather than exposing raw user data. directly on the model of the previous clients. Proximal Term Loss 8 S ~ %
This Is particularly beneficial in applications tied to human activity, prevents overfitting by penalizing deviations in model learning. R S N
such as Driver Action Recognition. Transfer Learning reduces communication overhead by 37%.

Decreasing Learning Rate mitigates the risk of catastrophic

(b) AICity

Motivation forgetting.
] () ) Figure 3. Two NDAR datasets are used in the experiments, including (a) StateFarm [ 3] and (b) AICity [, 26] datasets.
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© J © J © J B . Figure 4. Data distributions of (a) StateFarm and (b) AICity. The
ase Model: ResNet34 gure 4. Data distributions of () StateFarm anc y- Th
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: : - i ferent activities. The data distributions are visualized by averag-

I N p u t Dr|Ver I mage ing the driver activity images and reducing the dimensions through

principal component analysis (PCA).
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* To the best of our knowledge, this is one of the first papers that

Fast convergence!
Results Rapid knowledge dissemination!

Solution

NO Serverl NO Aggrega’uonl IﬂtrOduceS a P2P FL SyStem, COmblﬂed Wlth a COntlnuaI |earn|ng Metric(i)ClientObj(-‘sctive_= Metric (ii) Generalizability Metric (iii) New Client
framework, into the IoV. R o %
» Lower computing requirements L | L _ _ s o /
Through extensive simulation of application scenario experiments, z " T | ST <
 Lower communication overhead @“’_‘ D} )@ we showcase the potential feasibility of deploying the proposed L s FE
NGl / - . Iteration Iteration
\ FedPC in real-world loV environments. apEm— :
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(b) Peer-to-Peer Federated Learning compatibility with new clients. - o | - .
Figure 6. Experimental results on two data sets and three evaluation metrics. The evaluations are performed on the unseen test data set.

The data points represent the average of the clients’ results.
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